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A perspective is developed on how redundancy management techniques for � ight-critical systems have matured
since the earliest applicationsin the 1960s,driven largely by the introduction of more powerful computerresources.
As this evolution occurred, the basic issues involving system architecture tradeoffs changed very little, although
the hardware mechanizations of the earlier analog systems have been replaced largely with the software of the
newer digital systems. These basic issues are reviewed and how they tend to be resolved in practical mechanizations
is shown. The large body of literature on analytic redundancy theory developed since the 1970s is discussed in
the context of its applicability to practical systems. It is shown that analytic redundancy has an important role
in real-world systems but that it is not a replacement for physical redundancy, and its proper implementation
requires that it be embedded within the physical redundancy structure of the system.

I. Introduction

R EDUNDANCY management in � ight-critical systems is con-
cerned with fault detection, isolation, and recon� guration

(FDIR). This paper emphasizes equipment redundancy as the basis
for all practical detection and recon� guration, despite the often-
repeated suggestions in many publishedpapers that physical redun-
dancy is either archaic, impractical,or unnecessary.The perspective
offered herein is based on the author’s personal experience in the
designof such systems, from the primitiveanalogsystems in the late
1950s to the contemporary digital systems, and the intense scrutiny
of every conceivable failure effect that is required to achieve their
� ight quali� cation. In the paper’s title, the sequence of the words
“application” and “theory” is intended to convey the fact that prac-
tice has preceded theory in this technology.An apparent disconnect
between these two aspects of FDIR is discussed.Flight-criticalsys-
tems with varyingdegreesof FDIR sophisticationhave been around
for more than three decades, and their mechanizationsalways have
been driven by safety and reliability requirements,which in turn are
solved primarily with physical redundancy, augmented with built-
in test (BIT) techniques of varying sophistication. It is shown that
the prevalent theory associated with the nonphysical, or analytic,
redundancy encounters fundamental safety barriers when one at-
tempts practical applicationsof that theory in the real world. [There
are many typesof processes that can be describedas analytic redun-
dancy (AR) but, when this paper raises critical questions regarding
the practicality of analytic redundancy theory, it speci� cally refers
to the concept of estimating aircraft states from measurements of
the aircraft’s control vector.]

Many of the published papers on analytic redundancy contain
obligatory, but misleading, statements such as “Hardware redun-
dancy results in more costly, heavier, less practical and less poten-
tially reliable systems than do various AR strategies.”1¡4 Although
there are successful applications of AR (such as that used in many
tie-breaking algorithms), which achieve some reduction in hard-
ware redundancy,the resultinghardwareweight reductionis usually
not very dramatic. As opposed to physical redundancy,which uses
measurements from redundant elements of the system for detect-
ing faults, AR is based on signals generated from a mathematical
model of the system. In this paper, geometric redundancy, or mea-
surement information derived from kinematic relationships,such as
skewed sensors, is not viewed as AR, although the classi� cation
of AR in the literature often includes that category of applications.
Fault detection in AR systems considered herein is accomplished
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by comparing actual measurements of system states with a priori
information inherent in the mathematical model. These difference
signals,or residuals,are analyzedby a varietyof methods to produce
failuredecisionactions.A common fallacy in demonstrationsof AR
techniques is that measurements made on the mathematical model
are assumed to be immune to faults. In discussing this issue, it is
demonstrated that faults in measurements made on the math model
are as probableas the other system faults that one attempts to detect
and diagnose,and indeed, these two classesof faults are coupledin a
manner thatoften is neglectedin much of the theoreticalliteratureon
this subject. Another weakness in AR theory relates to the validity
of the analytical models used. These typically assume linear, time-
invariant aircraft plants, where measurements of surface positions
are used to de� ne the control vector. Such perturbationmodels have
dif� culty in coping with the large trim positions of those surfaces.
The subject of model validity is beyond the scope of this paper, al-
though it is noted that many of the published papers on AR theory
neglect to de� ne how a perturbationmodel must transition through
an aircraft’s full � ight regime.

This paper provides a perspective of how redundancy manage-
ment techniques have matured with the introductionof more pow-
erful computer resources. That maturization involves an evolution
from analog mechanizations of the 1960s and early 1970s to the
digital systems, starting in the mid-1970s and continuing through
the 1990s. Early redundancymanagement applications appeared in
mechanizations of civil autoland systems,5¡9 and military aircraft
command augmentation systems. In the 1970s, these applications
transitionedto digitalversions,10;11 and � y-by-wiresystemsbecame
operational.Currently,most new civil transportand military aircraft
have adopted� y-by-wire technology,for example,Boeing 777, Air-
bus A-320 and variations, C-17, F-117, F-22, B-2, V-22, and the
Comanche Helicopter. As this evolution occurred, basic issues in-
volved in architecture tradeoffs remained essentially the same as
they were in the 1960s. These issues are reviewed. It is also shown
that AR has an important role but its proper implementation re-
quires that it be embedded in the system’s physical redundancy
structure.

II. Redundancy Management Evolution
from Analog to Digital Systems

A. Origins
System safety always has been the primary motivation for redun-

dant systems in � ight-critical applications. Early autopilot designs
encountered the tradeoff between autopilot control force author-
ity needed to give adequate performance and the pilot’s ability to
overcome the autopilot’s servo actuators in the event of a failure.
In the early 1950s, the autopilot for the B-52 bomber resolved this
tradeoff by giving the elevator servo higher force capability than
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the pilot could overpower, but also added an independent safety
monitor that would disengage the autopilot if the aircraft’s nor-
mal acceleration exceeded a threshold consistentwith approximate
values that the pilot could expect. It was soon apparent that the
most accurate safety monitors were complete and independent du-
plications of all sensing, computing, and actuation elements. That
complete duplication became known as the dual, fail-passive con-
� guration, and became popular in many military and civil trans-
port � ight-control applications. It also illustrated a new dilemma
for � ight-controldesigners:System safety is not the same as system
reliability!Increasingsafetydeterioratesreliability!In the dual, fail-
passivearchitecture,we increasethe numberof componentsthat can
fail by more than a factor of two and, hence, cause the probability
of system failure (shutdown) to more than double, but the added
hardware prevented an undesirable,and possibly hazardous, failure
transient.

When reliability demands prevailed with a need to continue op-
eration of the automatic system, even in the event of a failure, the
requirement for the fail-operative system appeared. Initially, that
requirement arose during early development of all-weather landing
systems, and of large authority command augmentationsystems for
reduced-stability airframes.12 By the late 1960s and early 1970s,
triplex fail-operative (747 autoland, F-15 and F-111 command
augmentation, etc.), dual-dual fail-operative (DC-10 and L-1011
autoland), and quadruplex double fail-operative (experimental � y-
by-wire demonstrator) architectures had been introduced. These
early systems were analog, but digital versions were also under
development at that time, the U.S. SST program, for example. To
achieve comprehensive fault detection and isolation in the analog
mechanizations, complexity grew enormously.13 That complexity
was associatedwith monitor circuitry, voter circuits, and BIT hard-
ware. For example, if an internal element of a voter circuit experi-
enced a hardover failure, the remainder of that circuit suppressed
that fault and the voter continued to operate normally. However,
if a faulty input signal entered that voter, the voter would select
the faulty signal and reject the good signals. Additional self-test
circuitry therefore had to be added to exercise the voter’s internal
circuits and thereby expose latent hardware faults. It is apparent
that when digital computers implement redundancy management
in software, the complexity growth stops because we no longer
need additionalhardware to perform the monitoring functions.This
great advantage of the digital computer (in addition to ability to
accommodate more sophisticatedcontrol algorithms), led to the re-
placement of analog � ight-controlsystems by digital systems on all
new aircraft of the 1980s era. However, as is well known, the com-
plexity problem migrated from hardware to software as the digital
systems with their dramatically improved BIT capability became
operational.

B. Architecture Issues
Selection of a redundancy architecture for a given application is

dependent upon the aircraft con� guration, especially the control-
surface distribution.Also, quantitativespeci� cations for survivabil-
ity in a given mission time will drive the requirements for redun-
dancy of the electrical and hydraulicpower systems, which, in turn,
exercise key in� uences on actuator architectures and their inter-
faces with � ight-control computers. Despite strong advocacies for
differentarchitecturalapproachesover the years, a generic optimum
does not exist. We illustrate key issues with reference to a generic
triplexcon� guration illustratedin Fig. 1, noting that these issues are
inherent in all competing architectures.

Figure 1 can represent either an analog or a digital mechaniza-
tion, because digital successors to analog systems of the 1960s and
1970s are architecturally equivalent despite profound differences
in mechanization. Also, it must be understood that this is an ab-
stract diagram that does not represent any real system that typically
would be far more complex in regard to interfacingcomputers with
the multiplicity of control surfaces and their associated actuators.
This will become very apparent subsequently when we illustrate
the Boeing 777 aircraft’s computer–actuator interfaces. However,
the important issues can be illustratedwith reference to Fig. 1 in the
following subsections.

Fig. 1 Generic triplex architecture for � ight-critical systems.

1. Group Redundancy
This refers to the grouping of all redundant sensors so that they

are inputted to each computer and the groupingof all computer out-
puts so that all computers drive all actuators. Motivations for this
grouping are the improvement in monitoring and fault detection
with regard to false alarms and to survivability in the presence of
failures. If we did not group, and sensor set 1 was only connected
to computer 1, sensor set 2 to computer 2, and so on, we would be
faced with a large tolerance buildup in the computer output com-
mands to the actuators. If the actuator inputs also were isolated to
commands computed by their respective channels, then the toler-
ance buildup would grow further and, indeed, for typical sensor
and actuator tolerances, triple redundant actuators would be in a
continuous hardover force � ght. That type of force � ght would be
indistinguishablefrom the effects of true failure conditions, so that
fault detection and isolation may not be possible. During the ana-
log era, techniques such as channel equalization, also referred to as
branch balancing, were developed to accommodate this tolerance
phenomenon.The most important contribution to solving this toler-
ance problem was the voter circuitry introduced during the 1960s.
They accepted multiple inputs and, in the case of the triplex voter,
outputted the midvalue of the three inputs. Quadruplex voters usu-
allywere set to output the lower magnitudeof the two middle values.
As noted earlier, these circuitshad nasty failure modes that required
considerable complexity to overcome. With digital systems, voting
algorithms in the software eliminated all of the voter circuit com-
plexity but the issue of how to interconnect the redundant channels
remained.

The other innovation of grouping involves the potential for in-
creasing survivability, as illustrated by the equation for the proba-
bility of total system failure PF , given the number of channels and
the number of allowable failures:

PF
r

n
D

n

x D r C 1

n!
x!.n ¡ x/!

Q x P .n ¡ x/ (1)

where r D number of allowable failures for success (r D 2 for
triplex channels,r D 3 for quad channels), n D number of channels,
P D probability of individual channel success, and Q D probability
of individual channel failure.

Consider a quad channel case, with and without group redun-
dancy. The probabilityof failure for a sensor set QS , for a computer
channel QC , and for an actuator channel Q A are related to their re-
spective failure rates ¸, where QS D ¸S t, QC D ¸C t , and Q A D ¸A t
and t D time:

For nongroup redundancy,

PF D .QS C QC C Q A/4 (2)

and for group redundancy,

PF D .Q S/4 C .QC /4 C .Q A/4 (3)
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Fig. 2 Grouping sensors via CCDLs.

As a numerical example, if Q S D QC D Q A D 10¡2 , then PF for
nongroupredundancyD 81 £ 10¡8, whereas, for group redundancy,
PF is reduced to 4 £ 10¡8 or a factor-of-20 improvement.

2. Mechanization of Voters, from Analog Circuits to Cross-Channel Data
Links (CCDLs)

If we work out the details of a sensor-set interface to a computer,
we � nd that the large number of sensor measurements used in a
contemporary � ight-control system begins to threaten the physi-
cal pin limitations associated with the box connectors. This type of
problemusuallyoccurredin the analogsystemsof the 1970s,but the
arrival of digital systems provided several methods for alleviating
the problem. If all of the sensor data would arrive at the computeron
a serialdigitalbus, this problemwouldbe solved,but that type of bus
solution has been elusive. For example, if a simple pressure trans-
ducer, or a simple switch closure status, had to communicate with
three computersvia command–responsedata buses, it would require
three independentremote terminalsembeddedinto the transduceror
switch, and this would increase size, weight, and cost unacceptably.
In more recent systems, area multiplexing devices gather many of
these miscellaneousdata sources into a common terminal and inter-
face with the computersvia serial data buses. Regardlessof whether
such multiplexing is used, or individualmeasurements are commu-
nicated to the computers, the interface with the computers tends to
be channelized, and the desired group redundancy is accomplished
via high-speed data exchanges between the computers. That ex-
change is via serial data paths that connect all of the computers, but
the integrity of those data paths is extremely critical and they must
have appropriate fault detection and recon� guration. This is shown
in Fig. 2.

The communicating device is referred to as a CCDL. As shown,
sensor set 1 is only connected to computer 1, but that computer
transmits the values it found in set 1 to computers 2 and 3. Like-
wise, computers2 and 3 transmit their sensorvalues to the other two
computers. It is important that each computer use identical infor-
mation from all three sensor sets at the same time. This requires that
the CCDLs use a protocol that ensures some means of time synchro-
nization for the computational frames in all three computers.Frame
synchronizationis the most common approach to implementing re-
dundantcomputationalchannels that vote input and output informa-
tion, although it is possible to design a system with 100% isolation
of each computer’s computational-frame timing. However, if this
is not done with appropriate mode sequencing logic and channel
equalization, it can lead to unexpected shutdowns (as in the case
of early F-16 AFTI � ight tests).14 Solutions to such problems have
been described in the literature.15 In general, contemporary � ight-
control systems that use dissimilar hardware and software (because
of a presumed vulnerability to generic faults) require asynchronous

operation of redundant channels and therefore need to use these
additional logical devices in their software.

3. Channel Symmetry
If sensors, computers, and actuators were perfectly symmetri-

cal, system design would be greatly simpli� ed. Figure 1 shows
an ideal con� guration in that the number of sensor sets, comput-
ers, and actuators are equal. Such symmetry rarely occurs in prac-
tice and certainly never occurs in large aircraft with many primary
and secondary control surfaces. More common situations involve
triplex computers with dual, triplex, or quadruplex sensors, and
possibly dual actuators. In the analog era, one of the advantages
of voter circuits was to resolve such asymmetry problems. For ex-
ample, consider two cases. First is the variation of Fig. 1 where
there are only two sensor sets or, more likely, one or more sen-
sor types that are implemented with dual rather than triplex redun-
dancy. In the second case, the triplex actuators are replaced with
dual units. For the case of dual sensors, consider Fig. 1 without
the third sensor set. All three computers see the two sensors, and
the voting circuits of the analog era reverted to averaging rather
than midvalue selection when one of the three inputs was removed.
In contemporary digital mechanizations, the input processing soft-
ware changes selection algorithms in an analogous manner. Thus,
the voting function inherently solves the asymmetry of going from
a lower level of redundancy to a higher level. Going from triplex to
dual, however, as in the output technique for case 2, leads to some
complication.

From Fig. 1, if we delete actuator 3, we see that the voter inher-
ently connects those two actuators to all three computers but we are
now confrontedwith a partitioningissue. Is the outputvoter resident
at the computer or at the actuator? If it remains in the computer, the
traditional location of early systems, we will require that computer
3 no longer connect to an actuator. This looks like a simple solu-
tion because it appears that we must only delete the wires between
computer box 3 and the actuators in the aircraft wiring. This sim-
plistic view forgets that each computer typically contains software
for monitoring the response of its associated actuator channel, and
for comparing its actuator response information with data about the
other channels, as obtainedvia the CCDLs. We could accommodate
this situation by activating a differentoutput processingmodule for
channel 3 but this type of software asymmetry is considered to be
precarious, and to be avoided if possible. Asymmetric software be-
tween redundant computers opens the door to many vulnerabilities
associatedwith maintainingframe or subframe synchronization,es-
peciallyduring failure detectionand recovery from transient events.
Such asymmetry in the software can be avoided if the output vot-
ing occurs at the actuator. Because the related servo electronicsand
servo monitoring functionsare considerablymore complex than the
voter functions, and because the voters and monitors are now part
of the software, this alternative requires that signi� cant processing
resources be resident at the actuators. Contemporary � ight-control
systems refer to this con� gurationas the smart actuator,16 and by the
1990s, it has become a common approach to system partitioning in
order to reduce cablingweight. Early attempts to locate the required
electronic modules on actuator units led to concerns about reliabil-
ity deterioration due to the extreme environment. A more common
solution is to locate the required electronic-computerunits in areas
where they can service many actuators. Thus, we could expect to
� nd such actuator-control-electronics (ACE) units in the left wing,
right wing, and tail actuator areas.

Figure3 showsa conceptuallayoutof a systemthatusessuchACE
boxes. Each of the triplex computers drives each actuator electron-
ics unit via its own serial bus. The actuator electronics unit votes
the commands from each computer. There are many other types of
arrangementswhere such voting is not needed, and where fault tol-
erance can be obtained by having multiple control surfaces. When
thereare many controlsurfaces,controlto eachsurfacecanbe imple-
mentedwith dual rather than triplex computer interfaces.Figure 4 is
an architecturediagramfor thecontroldistributionin the Boeing777
� y-by-wire� ight controls.It uses quadACE units to drive the multi-
tude of actuators shown. Critical factors in the design of such archi-
tectures involve the distributionof redundanthydraulic and electric
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Fig. 3 Generic functional architecture for using remote actuator electronic units.

Fig. 4 Boeing 777 � ight-control system architecture: control distribution.

supplies.In the Boeing777, triplexelectricalconditioningunits pro-
vide fail operationalpower, triplexprimary � ight-controlcomputers
(PFC) provide the basic handling qualities (the ACEs also include
augmentationcapability), the autopilot � ight director units (AFDC)
provide the traditional autoland and auto-guidance functions, the
� ap-slat electronics units (FSEU are for secondary controls, and
the PSAs provide fail-operative conditioned power. Note however,
that multiple actuators sum at the surfaces so that only one ACE
drives one actuator, rather than triplex channel drivers into a single
actuator as shown in Fig. 5, an expansion of Fig. 4. In an aircraft
that can distributeactuatorsto multiple redundantsurfaces, it is pos-
sible to simplify the actuator drive interface. However, in aircraft
such as helicopterswith a single swashplatemechanism used to ob-
tain pitch, roll, and vertical control, this type of actuator interface
simpli� cation is not applicable.

III. Sensor, Computer, and Actuator Fault
Detection and Isolation

A. Actuator Monitoring
It is important that researchersin FDIR theory appreciatehow ac-

tuators can fail. A multiplicity of failures within an actuator system
can occur, and the aircraft will continue to operate normally. A pri-
mary requirement for � elding � ight-control systems is that actuator
failures can occur but no signi� cant disturbancesof aircraft attitude
are allowed as a result of such failures. Processes are at work to
identify and isolate the effects of, those failures, but those processes
involve the detailsof actuatorsystemmechanization.Typicaldetails
are found in a functional breakdown of the various elements con-
tained in Fig. 3. In that � gure, each computer channel output, via its
commandbus to the ACE or smart actuator terminal,may alreadybe
a voted output based on receiving the computedoutputcommand of
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Fig. 5 One channel of a typical interface to a triplex actuator.

the other channels via the CCDLs. (This type of output voting typi-
cally is avoidedbecause it tends to introduceadded transport lag. In
sucha case, thecomparisonwith theotherchanneloutputsis delayed
until the next iteration cycle.) Because each computer channel al-
readywill have computed its output using the same sensorestimates
or measurementsas the other channels,the only time that outputson
the three commandbusesof Fig. 3 will not be identicalwill be for the
case of a computer failure. That failure typically is detected in about
one iteration (5 to 20 ms), and its transient effect will be suppressed
in the redundantactuatorchannels.Details of that redundancyare il-
lustrated in Fig. 5. However, evenwith each servochanneloperating
on identical commands, tolerance buildup in the position feedback
transducers can cause saturating-type current � ghts at the valve.
Thus, in many cases, channel equalization is needed to allow fault
detection based on current voting at the valve coils. This implies
the need for CCDLs at the actuator electronics,or data transmission
back to the computers where the branch balancing can occur.

Shown in Fig. 5 are the details of channel 1, indicating how the
remaining two channels interfacewith the servo valves and with the
position transducers.Figures 3 and 5 illustratewhat may be called a
brute-forceredundancyarchitecture, in that any computer can drive
all three actuator channels from any of the three ACE boxes. There
are nine remote terminals, three in each ACE box, although box 1
drives valve control coil 1 only, box 2 drives coil 2 only, and so on.
Thus, if two ACE boxes have failed, and only box 3 has survived,
it will vote all three computer commands and drive the actuator
throughcontrolcoil 3. In addition,each ACE box must contain three
independent power supplies to allow isolation and autonomy of all
three of its bus terminals.However, a single power supply is used by
eachACE box to excite,via its audiofrequencyoscillators,oneof the
three position transducers(LVDTs) on both the ram and the control
valve (inner- and outer-loop positions). The channelized redundant
processing of position measurements is discussed later when we
consider the problems associatedwith implementing AR. Note that
the dual tandem actuator interfaces are typical of contemporary � y-
by-wire systemsof the late 1980s.17;18 Moreover, in those actuators,
each control valve and associated drive coil is typically dual to
improve fault detection and survivability. Also, there are several
simpler variations of the redundancy architecture illustrated, most
notablebeingmore channelizationin eachACE box,whereeach box
communicates only with its associated computer channel, resulting
in three bus terminals rather than nine.

A fundamental point illustrated by Fig. 5 is that if there is any
servo channel failure, including hardover failures, the output po-
sition transducers will continue to hold their correct values. Thus,

actuatormonitoringcannotbe accomplishedby comparingactuator
positionwith the commandedposition.Monitoring is accomplished
by observing the currents in the control coils and, in some cases,
by observing internal valve positions.The fault detection technique
thereforemust be tailoredto the speci� c actuatormechanismand its
internal redundancy mechanisms. Fault detection is needed to iso-
late a failure and thereby to improve the observabilityand detection
of subsequent faults.

B. Sensor Monitoring
Flight-control computers generally contain a front-end I/O pro-

cessing subsystem to manage the redundant sensor inputs. This in-
cludes the signal-processinghardware such as analog signaldemod-
ulators, A/D converters, and bus terminals with serial-to-parallel
dataconversions.In earlydigital� y-by-wiredesigns,the sensorfault
detectionalgorithmswere resident in the primaryprocessor,butwith
processingcosts droppingdramaticallyin thepastdecade,newer de-
sign trends include a separate front-end processor for sensor redun-
dancy management functions.With suf� cient computer throughput,
they provide exhaustiveexaminationof all sensor anomalies, to the
point that all faulty measurement is removed from use by the con-
trol laws, and detailed diagnostics regarding the faults are available
immediately, or for post� ight examination. The following exam-
ples of monitoring algorithms are derived from the MD-80 system
which was designed circa 1977 (Ref. 19), but its techniquesare still
relevant to more contemporary application. The general concept is
illustrated in Fig. 6, which emphasizes the use of an update screen
to prevent suspect measurements from reaching control laws. In
Fig. 6, xi refers to the value of sensor i , subscripts A and B refer
to dual sensors A and B. A screen exists in the data path from the
measurement functions to the use of those measurement values by
the control laws. A measurement for iteration n will not be trans-
mitted downstream if anomalous value is discerned by a variety
of processes. First, the sensor validity status is examined and, if
the “valids” generated within that sensor disappear, that measure-
ment will be screenedout of the control computations,regardlessof
voter or comparatoralgorithmdecisions.In many � ight-controlsen-
sors, the validity discrete picks up 95 to 99% of possible failures.
For example, about 95% of probable failures of the (now almost
obsolete) rotating wheel rate gyro are detected by that instrument’s
self-contained wheel speed rotation detector. That detector reveals
the consequences of failed bearings, even before the motor comes
to a halt, but decreases in wheel speed also will be detected by vot-
ing or comparison monitors, because lower wheel speed results in
a reduction in scale factor. A comprehensively monitored system
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Fig. 6 Monitoring concept for screening faulty measurements.

Fig. 7 Relation of monitoring functions to other � ight-control software functions.

such as that implied by Fig. 6 uses all of the available intelligence
to make the failure decisions. Likewise, ring laser gyro failures are
usually in the lasing function and associated electronics,which are
self-monitoredwith near 100% comprehensiveness.Also shown in
the validity testing block of Fig. 6 is a reasonableness constraint
on the allowable incremental change in a measurement over one
iteration time T . For example, if the measurement is pitch rate q,
the maximum allowable change over one iteration .xn ¡ x.n ¡ 1// is
. Pq/maxT , where the maximum allowable pitch angular acceleration
is based on the speci� c aircraft capability. This type of function
becomes useful only when multiple failures have occurred and a
system has reverted to single-stringoperation.This is also the time
when AR becomes most useful.

A more detailed description of how monitoring functions relate
to the other � ight-controlcomputer software is given in Fig. 7. Note
that the input signal management and output signal management
can be performed in a separate front-end I/O processor.This � gure
shows how embedding fault management logic within the overall
� ight-controlcomputationprocess leads to a natural � ow from input
to output,with that logicaffectingmodecontrolaswell as the screen-
ingof faultydata.(The updatescreenofFig. 6 is containedwithin the
input signal management block). All output signals (hardware) are
fed back to the inputs,where they exercise the conversionhardware,
and are compared with the commands generated by the software in
the control law and output signal management blocks. This process
is referred to as end-arounds, and it actually permits diagnostics to
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Fig. 8 Details of fault detection/isolation in a dual sensor set.

detailedfunctionswithin a subassemblyelementof the system hard-
ware. Detected faults are stored in nonvolatilememory, where they
can be recalled with a snapshotof signi� cant aircraft states existing
at the time of fault detection.In general, failures of all hardware ele-
ments associatedwith I/O processingcan be detectedand diagnosed
by system software, without resorting to hardware redundancy.

C. Sensor Fault Decision Algorithms
A key issue relates to de� nition of failure thresholds that re-

� ect calibrationtolerances,and environmentaleffectsoncomponent
speci� cations.There are some contemporaryproductsthat continue
the practices derived from the obsolete analog designs that used
� xed, high-magnitudethresholds, selected so that the possibilityof
a false alarm is negligible. Many types of statistical decision crite-
ria have been developedand used successfully, often in the context
of applying AR techniques.20;21 A practical application of simple
statistical principles is described later to illustrate a state-of-the-art
example dating from the mid-1970s (Ref. 19). It also shows how
AR is applied effectively in the context of a realistic redundancy
architecture. The example is for dual sensors, where the estimate
forwarded to the control laws is the average of the two measure-
ments, with appropriate noise � ltering. These dual sensors actually
may be the reversion following a hard failure of the third sensor of
a triplex set. It is instructive to focus on the dual sensors because
they provide the best scenario for a practical application of AR.
Figure 8 illustrates the processing associated with fault detection,
possible automatic healing, and recon� guration. Although it shows
a single sensor pair, it should be understood that, in a complete sys-
tem mechanization, an orderly process sequences through a large
array of input data, performing the same type of operation on each
measurement.

Figure 8 illustrates the processingsoftware used to enhance mea-
surement integrity for the A and B channels of sensor I. Front-end
� ltering is shown as � rst order, but these antialiasing and noise re-
duction techniquesmay be analog as well as digital, and are usually
of greater than � rst order. The signal is partitioned into an average
value, (A C B/=2, and difference,"i D .A ¡ B ). If "i exceedsa com-
puted threshold Ti , then a failure state, F1 is indicated.Existenceof
F1 will cause the sensor screen to close, thereby sending the con-
trol laws the prior estimate of measurement i , propagated one time
frame forward. A fault has not yet been declared. Two diagnostic
actions now are initiated. First, the error "i is integrated to generate
a time-magnitudeproduct that measures the severity of the error. If
the time-magnitudeproduct of the error exceeds a second threshold

T Mi , then failure state F2 is declared. This recognizes that a fault
has been identi� ed and that sensor recon� guration is needed.We do
not yet know whether sensor A or B is at fault, unless sensor valids
have provided that isolation. (If sensor B’s valid discrete had dis-
appeared, regardless of whether the fault states F1 or F2 had been
declared,the bad sensor will havebeen removed from the data paths
and sensor A will have become the sole remaining good sensor.) As
soonas state F1 is declared,an AR routinewill be initiated, if appro-
priate for that sensor. It activates comparisons between sensors i A

and iB with the analytic estimate of state i . Analytic estimates of the
aircraft state vector x can be derived from the linear approximations
given by

Px D Ax C Bu; x D .s I ¡ A/¡1 Bu (4)

where we measure the control vector u (surface de� ections), and
know a priori, at a given � ight condition, the system matrix A and
control effectiveness matrix B. For Eq. (4) to be useful, we must
be able to accommodate measurement and process noise. The the-
oretical literature2 has explored many techniques for estimating the
desired states in the presence of these disturbances. However, it is
dif� cult to � nd any appreciation in that literature that Eq. (4), when
applied to an aircraft, is a perturbation equation about a trim refer-
ence point. Thus, if we measure surface de� ections to representour
knowledgeof the u vector, we must be able to account for the often-
dominantmagnitudeof the trim terms, which must be removedfrom
the measurement in order for Eq. (4) to be valid.

In most practical implementations of AR, it has not been neces-
sary to solve the full state matrix equation,but we have been able to
obtain the desired informationvia several shortcuts.For example, if
the sensor in question is pitch rate, then pitch rate q is one compo-
nent of the x vector. Because the discrepancy between a good and
a failed measurement does not require a precise third reference for
most failures, including the pitch-ratemeasurement, that failure can
be resolved using relatively crude estimates of incremental normal
acceleration NZ , aircraft speed, and altitude

NZ D V q=.¿ s C 1/ or q D .¿ s C 1/.Nz=V / (5)

where ¿ is a function of V , altitude (or density), aircraft mass, and
lift curve slope. Another analytic estimate of q that often is used20

is a derivation of q in terms of Euler angle rates obtained from
independent inertial system references:

q D Pµ cos Á C PÃ sin Á cosµ (6)

where µ D pitch attitude, Á D roll attitude, and Ã D heading.
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When fault state F2 is declared, reversion to the single good sen-
sor will occur, based on the AR algorithmor the validity processing
described in Fig. 6. The failure threshold of Fig. 8 is de� ned as

Ti D K=2.i A C i B/ C Bias C function

where K D scale factor tolerance (often the 2¾ to 3¾ speci� cation
tolerance),Bias is theallowablebias tolerancein the sensorspec,and
function is a deterministic error function that is used to accommo-
date systematic measurement errors. For example, if heading were
derived from a two-gimbal directional gyro (now obsolete in most
aircraft), the function would be the gimbal error resulting from the
instantaneouspitch and roll attitudes.Typically, most � ight-control
sensors are calibrated so that the statistical tolerance distribution
is normal, but truncated between 1:0¾ and 2:0¾ . Therefore, use of
3:0¾ for the Ti computationis generally adequate for avoiding false
alarms. Moreover, the F1 state that occurs at the Ti threshold is not
a declaration of a fault. If "i is large, the fault F2 will be declared
within one to two iteration cycles; but if " is small or noisy, then
the F1 declaration will screen its effect, and the F2 fault state will
occur only if the error is persistent.

After a fault has been declared,and the sensor recon� gurationhas
occurred, the faulty sensor is allowed to heal. Obviously,we cannot
assume that the sensor has healed if "i has returned to zero because
many sensors fail to zero output. Healing is allowed to occur only
if the average of A and B measurements exceeds a value such as
Ti . If that occurs, and "i < Ti , then the time-magnitude integrator is
allowedto decay,and if it fallsbelowthe T Mi threshold,thenhealing
will have occurred.The maintenance memory retains the history of
fault declarations,so that, if this healing process occurs often, there
is a record of a marginal device that warrants investigation.

D. Processor Monitoring
When it required a large avionics rack to mechanize a computer,

the processorwas the dominantcost element, and there was a strong
motivation to minimize hardware redundancy.Technology was de-
veloped to permit 100% self-monitoringof a computer,includingits
processor, without the use of redundant hardware.19 However, the
validation process for such systems is very costly, and the drop in
processorcosts, plus associatedminiaturization,now permit system
implementationsusing large amounts of redundanthardware.Typi-
cal contemporaryapplicationsuse dual microprocessors,running in
lock step, for each computer channel.These possible con� gurations
are beyond the scope of this paper.

IV. System Recon� guration
We thus far have avoided discussion of total system con� gura-

tion following major loss of a control function. It has been shown
that failures are isolated within a subsystem so that they will inher-
ently recon� gure themselves, and the total system will continue to
perform properly, or with only minor degradation.There are, how-
ever, catastrophic events that can disrupt entire systems so that the
inherent recon� guration strategiesare no longer applicable. In mili-
tary combat aircraft, the possibilityof battledamage eliminating the
availability of a primary control surface has stimulated interest in
recon� guration strategies that make use of other surfacesor control
devices to compensate for that loss. Thus, if more than one surface
is able to generate pitching or rolling moments on the aircraft, it
is not dif� cult to visualize a solution that exploits these redundant
moment-generatingdevices.A moredramaticcatastrophiceventhas
occurred in civil aviation, and that event has inspired much theoret-
ical and practical work. It is the total loss of hydraulic power due to
damage at the aircraft tail. The pitching-moment control using tail
surfacesis thereforelost.Theoreticalworkoftenhasapproachedthis
problemas one of faultdetection,but the � ightcrewof theDC-10 in-
volved in the well-knownSioux City, Iowa, accidentwas well aware
of the fact that their tail controlswere not operating.They attempted
to recover the aircraftusingmoments producedby the engine thrust.
There is a history of similar events, and the need for an orderly ap-
proach to moment control via the engines has been recognized for
many years.A truepracticalsolutionwas demonstratedin � ight tests
recently, where the existing � ight-controlcomputers were modi� ed

to incorporatethe necessaryaircraft recoveryalgorithms,and a DC-
10 aircraftwas landed successfullywithoutany tail surface controls,
thereby duplicating the Sioux City, Iowa, conditions.22

V. Redundancy Management Theory
For the past two decades, a large body of literature has been cre-

atedon the subjectof faultdetectionand isolationfrom theviewpoint
of system identi� cation and decision theory. Usually, that literature
does not, in general, recognize the methodologies of failure mode
and effects analysis (FMEA), which is the key ingredient of practi-
cal system design. Part of a system’s certi� cation or quali� cation is
to show how every possible failure mode is accommodated by the
system’s redundancymanagement architectureand related fault de-
tectiondevices.For example,Willsky,2 in his excellentsurveyof this
� eld, mentions that hardware voting of redundant sensors is limited
becauseof common faults, such as common power supplies for two
instruments.This type of defect is preciselyprecludedby any prop-
erly designedhardware redundancy,where avoidingcommon-mode
(or single-point) failures, or coupled failures, are primary design
considerations, with FMEAs used to verify that such design de� -
ciencies do not exist. Unfortunately, this same type of scrutiny has
not been applied to most AR concepts that appear in the literature.
Indeed, common-mode failures are glaring de� ciencies in many
such papers that dependupon measurementsof the control vector to
estimate system states. This can be demonstrated by showing how
a fault in an actuator can mistakenly be assigned to a sensor when
failure-mode effects are not considered properly.

Patton and Chen1 use the solid-line blocks of Fig. 9 to generalize
the processof comparingthe outputas computedfrom the inputcon-
trol vector u with the output measurement.The difference,or resid-
ual, is examinedby thedecisionprocess,to arriveat a faultdiagnosis.

Estimation theory results in a variety of approaches to the resid-
ual generation function,whereas decision theory is concerned with
de� ning thresholds beyond which a fault can be declared and di-
agnosed. The system problem is envisioned as three sequential el-
ements: the actuator, the plant dynamics, and the sensors, each of
which can have distinct failure vectors, designated FA; FP , and FS ,
respectively.This viewof theproblemneglectsthecouplingbetween
all of these elements,as shown by the dottedsectionson Fig. 9. Plant
dynamics affect actuator loading, and hence the actuator dynamic
and static response.Measured u is a dominant feedback that de� nes
actuator characteristics. Sensors couple back into the system via
closed-loopfeedbacks,and the plant dynamics are typicallynonlin-
ear where the A matrix elements of Eq. (4) are typically variable
functions of the state vector x. Let us illustrate these points by con-
sidering the characteristicsof a reasonablyaccurate actuatormodel:
The reference actuator has inner- and outer-loop feedbacks, as de-
scribed in Fig. 5. It is representativeof theAH-64 longitudinalcyclic
control in that aircraft’s backup � y-by-wire mode. The model in-
cludes valve nonlinearities, velocity saturation, and hard position
stops. The failure to be examined is an open-positionfeedbackfrom
the output ram. In the real operational design, this failure is easily
detectableby theexistingmonitors,but in AR theory,thesehardware
methods of observing failures are not relevant.We use a simple lin-
ear model of the helicopterdynamics, plus a 1.0-rad/s pitch-attitude
control loop, as representativeof a good pilot. Figure 10 shows the
response to a large 1.0-s pulse disturbance, with and without the
position feedback signal.

When the position feedbackis opened,um of Fig. 9 is held at zero.
Because that is the only available measurement of the longitudinal
cyclic control’s contribution to the u vector, an AR algorithm will
estimate the aircraft state on the basis of an incorrect control vector.
Because the actual pitch-attitude measurement will not agree with
the estimated value of pitch change based on u i D 0, a diagnostic
system derived from the u measurement would conclude that the
pitch-attitudemeasurement had failed.

We thereforehave illustratedthat the failure mode that caused the
actuator fault also caused the AR algorithm to fail. That position-
measurement failure mode changed the actuator’s dynamics from
that of a position servo to a velocity servo. In that failure con-
dition, the added integration provided by the actuator caused the
closed-looppitch stabilization to become divergentlyunstable.The
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Fig. 9 Simpli� ed view of the AR problem plus added complications often neglected.

Fig. 10 Response of aircraft to pulse disturbance, with and without actuator open-position feedback failure.

divergence was bounded by position limits inherent in the actuator
stops, and by velocity limits inherent in the valve’s � ow satura-
tion. Note that the linear plant model is no longer even approx-
imately valid in the range of attitude excursions shown, and the
instability illustrated by this � gure, if it really could occur, would
be catastrophic. Many papers found in the published literature on
theoreticalAR show several radians of attitude and control-surface
excursions during failure detection simulations, without regard to
physical reality. In the real world, there are multiple measurements
of the actuator’s output position, as shown in Fig. 5. AR algorithms
can be implementedsafelyonly if the measurementsassociatedwith
these algorithmsare performedwith suf� cient redundancyand fault
monitoring to meet the same survivability criteria as the primary
elements of the � ight-critical system.

VI. Conclusions
Physical redundancy is required to ensure safety of � ight-critical

control systems, and the state of the art has evolved using various

types of triplex and quadruplex architectures.FMEA are needed to
validatethe safetyof suchredundantsystems.AR doesnot substitute
for physical redundancy but it can be a useful supplement to fault
isolation, if implemented in a manner that properly exploits the
physical redundancy.
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